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Abstract. Sentiment analysis programs are now sometimes tasddtect pat-
terns of sentiment use over time in online commatma and to help automat-
ed systems interact better with users. Nevertheleseems that no previous
published study has assessed whether the posftiadividual texts within on-
going communication can be exploited to help detesir sentiments. This arti-
cle assesses apparent sentiment anomalies in ng-gommunication — texts
assigned significantly different sentiment strentgihthe average of previous
texts — to see whether their classification canntygroved. The results suggest
that a damping procedure to reduce sudden largegekan sentiment can im-
prove classification accuracy but that the optipralcedure will depend on the
type of texts processed.
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1 I ntroduction

The rapid development of sentiment analysis inpth&t decade has roots in the wide-
spread availability of social web texts that afdevant to marketing needs. In particu-
lar, formal or informal product reviews online caow be mined with a wide range of
sentiment analysis programs in multiple languagegive businesses information



about what the public thinks about products anchdsa(Liu, 2012; Pang & Lee,
2008). By harnessing real-time sources like Twittmisinesses can even be given
daily updates about changes in average sentimene kcently, however, sentiment
analysis programs have been used to identify thénsent expressed in texts, irre-
spective of whether any products are mentioned. goaé of this type of research has
been to identify trends in sentiment over timedlation to a specific topic (Chmiel et
al.,, 201l1a; Garas, Garcia, Skowron, & Schweitzedl22 or more generally
(Thelwall, Buckley, & Paltoglou, 2011) or in a gadiar genre (Dodds & Danforth,
2010; Kramer, 2010): both social sciences typegsdarch. Another type of research
detects users’ sentiments in order to react to timeraal time. As an example of the
latter, dialog systems have been developed that differently to users depending on
the sentiment expressed (Skowron, 2010) and inomfiee environment, the facial
expressions of an automatic chat partner in a tti@ensional virtual world respond
to the sentiment expressed by the participantsletected with a sentiment analysis
program (Gobron et al., 2011; Skowron et al., 201 )another computing applica-
tion that is somewhat similar to this, the Yahoaistvers system harnesses sentiment
analysis to help identify people that receive pesifeedback after submitting their
answers so that these people can be identifiedhaidanswers given prominence in
search results (Kucuktunc, Cambazoglu, Weber, &h&esmanoglu, 2012). As a
result of such applications, there is a need fotisent analysis software that is op-
timised for general social web texts and that eke tadvantage of any regular pat-
terns of sentiment expressions and reactions omireder to improve the accuracy
of the predictions made.

Some research from psychology and from studiesnbhe communication
can shed light on how sentiment is best detectet namasured in online environ-
ments. Psychologists have investigated emotionsvfer a century and today there is
a field of emotion psychology (Cornelius, 1996; F2R08). One important finding is
that humans seem to process positive and negattarent separately and relatively
independently. This means that although it is ofieactical and convenient to meas-
ure positive and negative sentiment together te gine combined overall result for
each text, it is more natural to measure them s#gigrand report two scores per text.
Psychology research also confirms that emotiong irasstrength (Cornelius, 1996;
Fox, 2008) and so the natural way to measure emeatiml hence sentiment is on a
dual scale measuring the strength of positive aagative sentiment expressed. Emo-
tion psychologists also recognize a range of difietypes of emotion (e.g., anger,
hate) rather than just positivity and negativity buudies suggest that the fundamental
divide is between positive and negative emotiorhwitore fine-grained emotions
being socially constructed to some extent (Fox,8200hus it is reasonable from a
psychology perspective to either focus on positimd negative sentiment or on more
fine-grained sentiment, with the latter probablje&ting social conditioning more.

Research from non-psychologists has investigatedtiem and sentiment
online to see whether there are patterns in thefisentiment in ongoing communi-
cations, with positive results. A common findingtiet whilst different social web
environment have different average levels of pesitind negative sentiment (e.g.,
political discussions tend to be negative whereammeents between friends tend to



be positive) (Thelwall, Buckley, & Paltoglou, 201&)ove average levels of negativi-
ty associate with longer interactions: negativigems to fuel longer discussions
(Chmiel et al., 2011ab; Thelwall, Sud, & Vis, 2012dditionally, and perhaps un-
surprisingly, some studies have found evidence esttisient homophily between
online friends: people tend to express similar lewd sentiment to that expressed by
their friends, compared to the overall average IBplPepe, & Mao, 2011; Thelwall,
2010).

The above discussion suggests that the task tifrs=rt analysis in general
social web texts may need to be tackled somewlfigreintly to that of product re-
view sentiment analysis or opinion mining. Whilséte are programs, such as SentiS-
trength (discussed below), that are designed foiabareb texts it seems that all pro-
cess each text separately and independently arel eore attempted to improve sen-
timent detection by taking advantage of patternsrdine communication, although
some have successfully exploited discourse fea{@esmasundaran, Namata, Wiebe,
& Getoor, 2009). This article assesses the potefotiamproving sentiment detection
in this way. As an exploratory study, it uses fdifferent types of social web context
for evaluations (political forum discussions, nasiiical forum discussions, as well
as dialogs and monologs in Twitter). It also assesme simple method of exploiting
the sentiment of previous texts when classifyirggghntiment of new texts: damping.
Defined precisely below, the damping method chargesentiment prediction by
bringing it closer to the average sentiment of phevious few texts if the prediction
would otherwise be too different from this averagbe experimental results suggest
that the damping method works well in some contéxisnot all and so should be
used with care.

2 Sentiment analysis

Previous sentiment analysis or opinion mining reseshas used many different
methods in order to detect the sentiment of a @exhe opinion expressed in a text
towards a product or an aspect of a product. Léxieethods typically start with a
pre-defined lexicon of terms with known typical 8event polarity, such as Senti-
WordNet (Baccianella, Esuli, & Sebastiani, 201@ntsment terms from the General
Inquirer lexicon (Choi & Cardie, 2008), LIWC (Pefraker, Mehl, & Niederhoffer,
2003) as in (Thelwall, Buckley, Paltoglou, Cai, &ppas, 2010), or a human-created
list of sentiment terms (Taboada, Brooke, Tofilp&kill, & Stede, 2011). These lists
are then matched with terms in texts to be clagbiéind then a set of rules applied to
classify the texts. Classifications are typicalither binary (positive or negative), or
trinary (positive, negative or neutral/objectivdbhaugh some also detect sentiment
strength in addition to polarity.

A non-lexical approach is to use machine learmmahods to decide which
words are the most relevant for sentiment based wpaet of linguistic or non-
linguistic rules and a large set of pre-classifiexts for training. An advantage of not
using a pre-defined lexicon, which is particulargjevant when developing a senti-
ment classifier for reviews of a particular typepodduct, is that non-sentiment terms



may be identified that carry implied sentiment bypressing a judgment, such as
"heavy" in the phrase "the phone was very heavké limitation of needing a corpus
of human-coded texts to train a non-lexical cléssidan be avoided in some cases by
exploiting free online product review sites in whieviewers score products in addi-
tion to giving text reviews. In the absence of thesther unsupervised methods (Tur-
ney, 2002) and domain transfer methods (GlorotdBsr & Bengio, 2011; Ponoma-
reva & Thelwall, 2012) have also been developedo Hisadvantages of the non-
lexical approach for social science research pagfosowever, are that they can in-
troduce systematic anomalies through exploiting-semtiment words (Thelwall et
al., 2010) and that they seem to be less transptran lexical methods, which can
often give a clear explanation as to why a sentdrasebeen classified in a certain
way, by reference to the predefined list of sentinterms (e.g., "this sentence was
classified as positive because it contains the Wuagpy', which is in the lexicon of
positive terms"). Sentiment analysis methods caoéxlinguistic structure to make
choices about the types of words to analyze, saghst the adjectives (Wiebe, Wil-
son, Bruce, Bell, & Martin, 2004).

Although most sentiment analysis programs seemassify entire texts as
positive, negative or neutral, aspect-based sentiargalysis classifies texts different-
ly based upon the aspects of a product discussedn$tance, an aspect-based classi-
fier might detect that "cheap"” is negative in thatext of a phone design but positive
in the context of the phone's price. Other progranesmore fine-grained in a differ-
ent sense: classifying multiple emotions, suchrageg sadness, hate, joy and happi-
ness (Neviarouskaya, Prendinger, & Ishizuka, 2@@yor sentiment strength (Wil-
son, Wiebe, & Hwa, 2006).

Some sentiment analysis programs have attemptedeadhe position of a
text in order to help classify sentiment, but ofdy the larger texts containing classi-
fied smaller texts. In movie reviews, sentencesr rika end typically carry more
weight than earlier sentences and hence moviewesligssifiers that work by detect-
ing the sentiment of individual sentences and thggregating the results to predict
the sentiment of the overall review can improvdrtperformance by giving higher
weights to later texts (Pang, Lee, & Vaithyanath2002). Discourse structure has
been successfully used in one case to classifyibatibns in work-based meetings as
positive, negative or neutral, producing a subshimcrease in accuracy in compari-
son to baseline approaches (Somasundaran et @®).2lhis promising approach has
not been tried for social web texts, however, aiag mork best in formal discussions.
Another investigation uses discourse structureetp Beparate discussion participants
into different camps but not to help classify tlentément of their texts (Agrawal,
Rajagopalan, Srikant, & Xu, 2003). Despite thesangdes, no sentiment analysis
seem to exploit the occurrence of many texts inroomication chains, such as mono-
logs, dialogs or multi-participant discussionspmder to predict their sentiment more
accurately.



3 Sentiment strength detection with SentiStrength

The damping method described below was tested mg lapplied to SentiStrength
(Thelwall & Buckley, in press; Thelwall et al., 2BIThelwall et al., 2012). This sen-
timent analysis program was chosen because itsigmed to detect the strength of
positive and negative sentiment in short inforneat tand has been tested on a range
of different social web text types: Tweets, MySpaoenments, RunnersWorld forum
posts, BBC discussion forum posts, Digg posts, @mments on YouTube videos.
SentiStrength assigns a score of 1, 2, 3, 4, ar 5he strength of positive sentiment
and -1, -2, -3, -4 or -5 for the strength of negatentiment, with each text receiving
one score for each. For instance, the text "l Aatey but like Satham" might get a
score of (-4, 3), indicating strong negative sertitrand moderate positive sentiment.

SentiStrength's dual positive/negative scoring sehés unusual for senti-
ment strength detection and stems from the psyghoioput to the design of the
software because psychologists accept that humeotess positive and negative
sentiment in parallel rather than in a combined {Wgrman et al., 2011); hence posi-
tive and negative sentiment do not necessarily elas&ch other out. As mentioned
above, for a psychological analysis of sentimemd, laence for a social science analy-
sis of sentiment, it is reasonable to detect pasiind negative sentiment separately.
SentiStrength has been used to analyze social evtb to detect patterns of commu-
nication but no previous study has attempted torawg its performance by taking
advantage of sentiment patterns in on-going comaatioins.

SentiStrength works primarily through a lexicontefms with positive and
negative weights assigned to them. In the abovempba "hate" is in the lexicon with
strength -4 and "like" has strength +3. Each texgiven a score equal to the largest
positive and negative value of the sentiment wamistained in it, subject to some
additional rules. These rules include methods fmalidg with negation (e.g., don't),
booster words (e.g., very), emoticons, and informgressions of sentiment (e.g.,
"I'm haaaaaapy!!!").

3.1  Sentiment damping

The adjustment method is based upon the assuntptidra text in a series that has a
significantly different sentiment level than thepious texts, according to a classifier,
may be an anomaly in the sense of having been assified and may have a real
sentiment that is closer to the average. This &ainalized by two rules:

« If the classified positive sentiment of text A eif§ by at least 1.5 from the average
positive sentiment of the previous 3 posts, thgnsidhe positive sentiment pre-
diction of text A by 1 point to bring it closer the positive average of the previous
3 terms.

« If the classified negative sentiment of text A €iff by at least 1.5 from the average
negative sentiment of the previous 3 posts, thgusathe negative sentiment pre-
diction of text A by 1 point to bring it closer tbe negative average of the previ-
ous 3 terms.



For example, if four consecutive texts are clasdifis 1, 2, 1, 4 for positive sentiment
then rule 1 would be triggered since 4 is more thaneater than the average of 1, 2,
and 1, and hence the prediction of 4 would be &ejuby 1 towards the average.
Hence the adjusted predictions would be 1, 2, Eidure 1 is another example from
the Twitter dialogs data set.

Tweet (first 3 from Stacey, last from Claire) Neg. score
@Claire she bores me too! Haha x -2
@Claire text me wen your on your way X X X -1
@Claire u watch BB tonight? | tried one of them bars..reem! x x x -1
@Stacey lush in they ... do u watch American horror story ... Cbb

was awsum tonight bunch of bitches !! -4

Fig. 1. A dialog between two tweeters with SentiStrengtigative classifications that would
trigger damping for the final contribution. Thertehorror triggered a strong negative score in
the final contribution but human coders judged that was not strongly negative, presumably
because it was part of a TV series name. Thisa§a@momaly would be corrected by the damp-
ing method (names changed and contributions sjigithnged to anonymize participants).

4 Data sets

Multiple data sets were created to reflect diffedands of web-based informal com-
munication: discussions, dialogs and monologs.

41 BBC World newsdiscussions (BWNpf)

This data set consists of contributions to the BBGrld News online discussion fo-

rum. This was chosen as an example of a politmainf discussion in which multiple

participants can contribute. Contributions wereesild for coding if the adjustment
rule would trigger a positive or negative changéh@m. In addition, a random set of
non-adjusted texts was also selected for codintexAwas not chosen if any of the
previous 3 contributions to the discussion had heersen. This was to avoid taking
too many contributions from the same part of tisedssion.

4.2  RunnersWorld (RWtf)

This data set consists of contributions to the RusWorld online marathon running

discussion forum. This was chosen as an exampenoh-political topical discussion

forum in which multiple participants can contribudthough the forum focuses on a
single topic, this is probably true for most onligiscussion forums and so it repre-
sents a popular type of online discussion desgstespecialist nature. Contributions
were selected in the same way as for the BWNd skta



4.3  Twitter monologs (Tm)

This data set consists of tweets in English fromdoanly selected Twitter users
tweeting in English and geolocated in the US. T™aita set was obtained by monitor-
ing the Twitter APl with a blank US geolocation sdaduring early 2012. Each
"monolog" in the dataset consists of all tweetsrfrihie random user, and at least 10
tweets per user. This represents tweeting in theesef broadcasting comments rather
than necessarily interacting with other tweetelthoagh some comments may also
be interactions. Tweets were selected for codinfgraBWNd.

4.4  Twitter dialogs (Td)

This data set is similar to Td but represents afdialogs between pairs of users. For
each user in the Tm data set, a random target &i.€weeter, indicated using the @
convention) of one of their tweets was selected alhaf this user's tweets were
downloaded. If the target user also targeted tiginal user then their tweets were
combined and arranged in chronological order tanfar Twitter "dialog” in this data
set, discarding all tweets not directed at the rotti@log partner. For instance, if the
two contributors were Userl and User2, then twé&eis Userl were discarded un-
less they contained @User2 and tweets from User2 discarded unless they con-
tained @Userl. Contributions were randomly seleftexh these dialogs for coding
subject to the restriction that a contribution miosteither preceded to followed by a
contribution from the other dialog participant (8@t they would not be part of a
mini-monolog rather than a genuine dialog).

45  Preliminary analysis of data sets

Table 1 reports some basic statistics from Semtifgth (without damping) applied to
the four data sets. The table reports the averbgdl statistics calculated separately
for each thread/monolog/dialog in each sample.r€halts show differences between
the data sets in all statistics. For example, tharieRrsWorld forum threads have the
highest average positive sentiment strength andB@ World News forum has the
highest average negative sentiment strength, plybaflecting their discussion top-
ics. The negative correlations between positive aeghtive scores for the first two
data sets in comparison to positive correlatiortsvden positive and negative scores
last two probably reflects the length limit on tuseea slight tendency for tweets to
contain either positive or negative sentiment titboth. In contrast, for the first two
forums, if a person expresses negative sentiment tiey are also likely to express
positive sentiment and vice versa. This would bestient with some texts being
factual or objective and others being subjective.

Of most interest here are the lag 1 autocorrelatitrese are correlations be-
tween the sentiment scores and the sentiment sotfeet by one. High correlations
(close to 1) would suggest that the sentiment pdst tends to be similar to the senti-
ment of the previous post, supporting the dampirgghod for sentiment analysis.
Although all the autocorrelations are significantign-zero they seem to be small



enough to be irrelevant in practice. This suggestswithin these data sets, texts with
similar sentiment levels have only a small tendeoosiuster together.

Table 1. Statistics and autocorrelations for the threadebtams/dialogs with at least 30
contributions. All correlations and autocorrelasare significantly different from 0 at p=0.001

Data set | Sample Mean Mean Positive- Lag 1 Lag1
size* positive  negative negative positive  negative
correlation  autocorr. autocorr.
BWNpf 4580 1.918 -2.414 -.2378 .0331 .0529
RWif 4958 2.200 -1.666 -.1867 .0924 .0634
m 675 1.691 -1.364 .0328 .0558 .0529
Td 329 1.778 -1.367 .0349 .0299 .0389

* Sample size is number of threads for BWNpf and R\¥i& number of dialogs for Tm and
the number of monologs for Td.

4.6 Inter-coder consistency

The texts selected as described above for eactsdatgere given to two experienced
coders who were not associated with the projectvama were not told the purpose of
the project. The coders were given the texts teecatbng with the previous texts in
the dialog/monolog/thread in order to reveal thetegt of each text for more accurate
coding. The coders were asked to score each teakt thwe standard SentiStrength
scheme of two whole numbers: [no positive sentiinért 2 — 3 — 4 — 5 [very strong
positive sentiment] and [no negative sentiment}-122 — -3 — -4 — -5 [very strong
negative sentiment]. The coders were each givearalard codebook to describe and
motivate the task and were requested to code foaxamum of one hour per day, to
minimise the risk of mistakes through fatigue.

Krippendorff's inter-coder weighted alpha (Kripperfl 2004) was used to
calculate the extent of agreement between the spdsing the difference between
the categories assigned as the weights. The reshdtsed that the level of inter-coder
agreement was good but not excellent, probably Usscagentiment is a subjective
phenomenon. It is therefore reasonable to use ahees of the coders to assess the
sentiment analysis results. The values of the skcoder were chosen because this
person coded more texts.

Table 2. Krippendorff inter-coder weighted alpha valuestfoe similarity between codes from
the two coders.

Data set | Positive sentiment Negative sentiment
BWNpf (n=466) 0.655 0.559
RWtf (n=379) 0.572 0.659
Tm (n=445) 0.695 0.744
Td (n=508) 0.689 0.738



5 Experimental Results

Table 3 reports a comparison of the results forpldrSentiStrength with undamped
SentiStrength for the random selection of humaredoxts that were damped by
SentiStrength (i.e., only the changed values). fabée reports damping increases in
sentiment strength separately from damping decseassentiment strength. For each
type of damping, the result is either a more adeuoa a less accurate prediction and
Table 3 reports the proportion of each. The resukksmixed: an overall improvement
in 9 of the 16 cases examined (although three argimal: 51%, 51% and 54%) and
no clear pattern about which of the four typesarhging are always effective. Never-
theless, there are six cases in which the improméimsesubstantial — 65% to 75% —
and this suggests that if damping is applied selggtby choosing which of the four
types to use for a given data set then this shouofifove sentiment classification
accuracy.

Table 3. Percentage of sentiment classification improvememhen damping increases
sentiment scores and when damping decreases sehtowes. Figures above 50% indicate an
overall increase in classification accuracy.

Data set | Positive Positive Negative Negative
sentiment sentiment sentiment sentiment
increase decrease increase decrease
improvement improvement improvement improvement

BWNpf 38% 73% 75% 51%

(n=74) (n=127) (n=165) (n=166)

RWif 71% 43% 54% 65%

(n=175) (n=153) (n=139) (n=280)
Tm 5b 71% 33% 51% 41%

(n=97) (n=319) (n=55) (n=300)
Td 69% 33% 47% 44%

(n=81) (n=304) (n=43) (n=331)

6 Conclusions

The results clearly show that damping can imprasmtiment strength detection for
social web texts, although some forms of dampingeh#o effect on particular types
of text or make the results worse. Hence, whennogpitng sentiment analysis for a
new dataset, experiments should be run to decidehvdf the four types of damping
to include and which to exclude (i.e., damping seait increases, damping senti-
ment decreases, for both positive and negativeinsent). A limitation of this ap-
proach is that the performance improvement caugedbinping is likely to be minor
because only a minority of predictions will be datdpdepending on the corpus used.
Moreover, a practical limitation is that human-cddexts will be needed to identify
the types of damping to use. This human codingssurce-intensive because it must
be conducted specifically for the damping, withadadet of texts potentially subject



to damping changes, and hence would not be a rasdoof texts that could be used
for other evaluations.

For future work, it would be useful to conduct egker scale and more sys-
tematic evaluation of different types of texts nder to produce recommendations for
the contexts in which the different types of damgpsould be used. This would save
future researchers the time needed to test eactdataset to select which damping
methods to use. It would also be useful to complaireapproach to the use of dis-
course markers (Somasundaran et al., 2009) anutte combine both to improve
on the performance of each one.
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